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 Notation in QM (Quantum Me
hani
) younormally using the Dira
 Notation. Ve
tors arenormally 
olumn ve
tors (�ket�)






v1
v2...  = ~v = |v〉

〈v| = (v∗1 , v
∗
2 , . . .) = ~v† = (~v∗)

T

〈v|v〉 = 〈v| |v〉 = |~v|2density operator Suppose a quantum system is inone of a number of states |ψi〉, where i is an index,with respe
tive probability's pi.
• The |ψi〉 are 
alled the pure states.
• de�ne the density operator

ρ ≡
∑

i

pi |ψi〉 〈ψi|quantum operation is des
ribed by an set of Kraus-operator' s {Ki} with ∑i KiK
†
i = I

ρ′S = ε (ρS) = trE (U (ρ⊗ |a〉E 〈a|E)U †
)

=
∑

i

KiρSK
†
iPOVM measurement set of Measurement Opera-tors {Em} with ∑mEm = I. Measurement Re-sult:

p (m) = tr (Emρ)Shannon Entropy H (X) ≡ −
∑

x px log pxVon Neumann Entropy S (X) ≡ −tr (ρ log ρ)

• Shannon Entropy is spe
ial 
ase, i� ρ =
∑

x px |x〉 〈x| and 〈x|y〉 = δxy

S (X) = H (X)

• Unit is bit resp. qubit
• Convention: log with basis 2Conditional Entropy H (X |Y ) = H (X,Y )−H (Y )

Mutual Information
H (X : Y ) = H (X) +H (Y ) −H (X,Y )

= H (X) −H (X |Y )

• analog for S (X)Holevo Bound Suppose Ali
e prepares a state ρXwhere X = 0, . . . , n with probability's p0, . . . , pn.Bob performs a measurement des
ribed by POVMelements {Ey} = {E0, . . . , Em} on that state,with measurement out
ome Y . The Holevo boundstates that for any su
h measurement Bob may do:
H (X : Y ) ≤ S (ρ) −

∑

x

pxS (ρx) ,where ρ =
∑

x pxρx.
• If all ρx are in a pure state but orthogonal to ea
hother H (X : Y ) is maximal.
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Fidelity is measure for degree of identity form a quan-tum operation ǫ with Kraus operators Ei

F (ρ, ǫ) =
∑

i

|tr (ρEi)|
2i.i.d. the Xi are independent, identi
al distributedLaw of Large Numbers Suppose X1, X2, . . . i.i.d.with �nite �rst and se
ond moment. Then for any

ǫ > 0

lim
n→∞

p

(∣

∣

∣

∣

∣

1

n

n
∑

i=1

Xi − E (X)

∣

∣

∣

∣

∣

≤ ǫ

)

= 1

ǫ-typi
al Let ρ =
∑

x p (x) |x〉 〈x| be an orthonormalde
omposition. A sequen
e x1, . . . , xn is 
alled ǫ-typi
al, i�
∣

∣

∣

∣

1

n
log

(

1

p (x1) p (x2) · · · p (xn)

)

− S (ρ)

∣

∣

∣

∣

≤ ǫCorrespondingly is the a

ording state
|x1〉 |x2〉 · · · |xn〉 
alled ǫ-typi
al.The subspa
e of all ǫ-typi
al states is denoted
T (n, ǫ). The a

ording proje
tor on this subspa
eis
P (n, ǫ) =

∑

x ǫ-typi
al |x1〉 〈x1| ⊗ · · · ⊗ |xn〉 〈xn|Theorem about Typi
al Subspa
es1. Consider ǫ > 0. For everyδ > 0 and su�
ient big
n: tr (P (n, ǫ) ρ⊗n

)

≥ 1 − δ2. For every ǫ > 0 and δ > 0 and su�
ient big n thedimension of T (n, ǫ) ful�ll |T (n, ǫ)| = tr (P (n, ǫ))

(1 − δ) 2n(S(ρ)−ǫ) ≤ |T (n, ǫ)| ≤ 2n(S(ρ)+ǫ)3. Let S (n) be a proje
tor to an arbitrary subspa
eof H⊗n with dimension smaller then 2nR. Con-sider R < S (ρ). Then for all δ > 0 and su�
ientbig n tr (S (n)ρ⊗n
)

≤ δS
huma
her's quantum noiseless 
hannel 
odingLet {H, ρ} be an i.i.d. quantum sour
e. If
R > S (ρ) then there exists a reliable 
ompressions
heme of rate R for the sour
e. If R < S (ρ) thenany 
ompression s
heme or rate R is not reliable.

• Reliable 
orresponds to F (ρ, ·) → 1 with n→ ∞Shannon: noisy 
oding For a noisy 
hannel N the
apa
ity is given by
C (X ) = max

p(x)
H (X : Y )where maximum is to taken over all possible inputdistributions p (x) for X and Y is the 
orrespond-ing output random variable at the output of the
hannel.

• Channel is des
ribed by a set of 
onditional prob-ability's p (x|y) ≥ 0

• In qm it is mu
h more 
ompli
ated ⇒ Holevo-S
huma
her-Westmoreland Theorem
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